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Abstract : This paper discusses the control charts for the empirical study of Analysis of Variance (ANOVA). The concept of
process control charts can be used for Factor Effect ANOVA study is explained here. Further, Charts for study of different
treatment effects referred to as Factor Effect Study (FES) Charts are constructed here. These FES-Charts can be used to study
analysis of variance techniques. Moreover, different examples are illustrated corresponding to unequal number of observations
for different levels of the factors and null hypothesis being rejected or accepted under ANOVA study. In this investigation,
we have shown that the results inferred from ANOVA at 5% level of significance can be compared with the conclusion drawn
from control chart whose A3 value of the control limits is recomputed for 1.96-sigma selection limits. We have further shown
that if 3-sigma control limits are kept intact then the conclusions of control chart can be compared with ANOVA conducted at
0.27% level of significance.
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1. Introduction
Stable process is achieved after reducing the

variability of the key parameters, which affects the
process. Shewhart (1930) explained that control charts
are used for eliminating causes of variability, which need
not be left to chance. Further, Shewhart (1939) also
explained that the controlled phenomenon predict how
its future is expected to vary based on the past
experience within certain limits. However, Fisher (1925)
developed the analysis of variance technique which
splitted the total variation in different sources of
variations.

In past several authors discussed that control
charting and hypothesis testing are similar while some
other authors argued that there are some differences
between them.

Woodall (2000) discussed some of the controversial
issues in statistical process control. Similar area of
conflict is related to the relationship between control
charting and hypothesis testing. Control charts checks
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process stability by distinguishing common cause of
variation from assignable causes of variation. A process
is said to be in statistical control if the probability
distribution of the quality characteristic under study is
constant over time. A control chart is a graph that
explains how a process changes over time. Moreover,
it contains a central control limit, an upper control limit
and a lower control limit. The data are plotted on the
graph and the conclusions are drawn about the process
variation being in control or out of control which may
be caused by special causes of variation. The process
is said to be in control if the data falls within the control
limits, otherwise the process is said to be out of control.
1.1 Comparison between Analysis of Variance and

Control Charts
Woodall and Faltin (1996), discussed the similarity

between the structure of Control Charts and testing of
hypothesis. In a basic control chart, the process is said
to be in control if the plotted data falls within the control
limits and is said to be out of control otherwise. This


