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Abstract : In this investigation, we have shown that two statistical data analysis procedures, namely, Analysis of Variance
and Regression Analysis can be interchangeably used on the same data-set, if the format of the data permits. Further, we have
also discussed that this investigation expresses the confidence for using the regression data for forming a layout of design
experiment without actually conducting the experiment. We have also tried an effort to make a comparison between Regression
Analysis and Analysis of Variance techniques using two different examples. We observed that the regression analysis and
analysis of variance methods give the same result for the same data. This, we have shown using the graphical techniques and
data analyzed by both the methods.
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1. Introduction
The data available for study in an enterprise is in

the form of numerical value of the output along with
the numerical values of the different factors affecting
the output. In a manufacturing process of a product,
the response variable and explanatory variables can be
identified and the effects of the explanatory variables
on the response variable can be studied for maintenance
and improvement of quality of the product. There are
two statistical tools, namely, Analysis of Variance and
Regression Analysis, available for analyzing the data in
two separate ways. Arner (2014) and Karen (2016)
discussed some relation between the Analysis of
Variance and Regression Analysis Techniques in the
context of data analysis. The data for the design of
experiments is in the form of response variable values
for different levels of the factors involved, whereas
the data to fit a regression model does not require the
factor variables to be broken up into different levels.

1.1 Parameter Design: Parameter Design
approach suggested by Taguchi (1976) and discussed
by Nair (1992) looked for the Robust Design that adjusts

the design features of the product such that the
performance of the product remains unaffected by the
noise factors. Taguchi’s parameter design is a process
of selecting the settings of control factors so that the
performance characteristics of a product are on target
and the deviation of the characteristics from the target
caused by noise factors is minimum. It is a very cost
effective approach for reducing variation in products/
processes. To select the combination of control factors
for which the product’s performance varies least under
the effect of the noise factors, the control factors and
noise factors are assigned in product arrays and a
performance measure signal to noise ratio is used in
the process of parameter design.

Product Array : It is a combination of two arrays,
namely, inner array of control factors and outer array
of noise factors. These arrays are planned using the
orthogonal arrays developed by Taguchi (1959). Tsui
(1988) has defined orthogonal arrays as simple tools of
planning experiments by assigning factors and their
interactions to various columns of orthogonal array. Rao
(1947) introduced the concept of orthogonal arrays in


